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ION’s implementation of LTP is challenging to configure: there are a lot of configuration parameters to set, because the design is intended to support a very wide variety of deployment scenarios that are optimized for a variety of different figures of merit (utility metrics).

LTP-ION is managed as a collection of “spans”, that is, transmission/reception relationships between the local LTP engine (the engine – or DTN “node” – that you are configuring) and each other LTP engine with which the local engine can exchange LTP protocol segments.  Spans are managed using functions defined in libltpP.c that are offered to the operator by the ltpadmin program.

ltpadmin can be used to add a span, update an existing span, delete a span, provide current information on a specified span, or list all spans.  The span configuration parameters that must be set when you add or update a span are as follows:

· The remote LTP engine number identifying the span.  For ION, this is by convention the same as the BP node number as established when the ION database was initialized.
· The maximum number of export sessions that can be held open on this span at any one time.  This implements LTP flow control across the span: since no new data can be transmitted until it is appended to a block – the data to be conveyed in a single export session – and no new session can be started until the total number of open sessions drops below the maximum, the closure of export sessions regulates the rate at which LTP can be used to transmit data.

· The maximum number of import sessions that will be open on this span at any one time.  This value is simply the remote engine’s own value for the “maximum number of export sessions” parameter.

· Maximum data segment size.  This value is typically the maximum permitted size of the payload of each link-layer protocol data unit – nominally a frame.

· Aggregation size limit.  This is the “nominal” size for blocks to be sent over this span: normally LTP will concatenate multiple service data units into a single block until the aggregate size of those service data units exceeds the aggregation size limit, and only then will it divide the block into segments and use the underlying link service to transmit the segments.
· Aggregation time limit.  This parameter establishes an alternate means of terminating block aggregation and initiating segment transmission: in the event that service data units are not being presented to LTP rapidly enough to promptly fill blocks of nominal size, LTP will arbitrarily terminate aggregation when the length of time that the oldest service data units in the block have been waiting for transmission exceeds the aggregation time limit.
In addition, at the time you initialize LTP you must set two further configuration parameters:

· Estimated total number of export sessions, for all spans: this value is used to size the hash table that LTP uses for storing and retrieving export session information.
· Bytes reserved for LTP: this value is used to sequester, within the ION non-volatile heap, enough storage space to assure that LTP never runs out of room for the state information it needs to retain.

In many cases, the best values for these configuration parameters will not be obvious to the DTN network administrator.  To simplify this task, an LTP Configuration Worksheet has been developed.

The worksheet

The LTP configuration worksheet is designed to aid in the configuration of a single span at both ends – that is, the worksheet for the span between engines X and Y will provide configuration parameter values for use in commanding ltpadmin on both node X and node Y.

The cells of the worksheet are of two general types:
· Cells in which the network administrator must supply values based on project decisions are non-filled.  The labels identifying these cells are underlined.

· Some of these cells correspond to the span configuration parameters themselves; the labels on these rows are in boldface type in addition to being underlined.

· Cells that are computed by the worksheet based on LTP configuration principles are grey-filled and their labels are not underlined.  The cells are protected from modification (though you can unprotect them if you want by selecting “Unprotect Sheet” on the Excel “Review” tab).
· Some of these cells correspond to the span configuration parameters themselves; the labels on these rows are in boldface type, but not underlined.
· Others of these cells correspond to figures of merit for which the network administrator may want to optimize the span configuration; the values in these cells, and the labels identifying them, are in italic type.
Span configuration parameters are indicated by boldface type in the text below as well.

Global parameters
The OWLT between nodes is the maximum one-way light time over this span, i.e., the distance between the nodes.

The size of an LTP acknowledgment may vary slightly depending on the sizes of the session numbers in use.  20 bytes is a reasonable estimate.

The size of a BP custody acceptance signal may also vary slightly depending on the sizes of the CBHE node numbers and service numbers in use.  60 bytes is a reasonable estimate.

Estimated values for the amount of heap space occupied by overhead for each service data unit in each export block, and for each segment of each import block, are used in calculating some cells of the worksheet.

Basic input parameters

Values for the following parameters must be provided by the network administrator in order for the worksheet to guide the configuration.  Values must be provided for both node “X” and node “Y”.
1. An estimate of the mean size of application data bundles sent from this node over this span.

2. An estimate of the percentage of all application data bundles sent from this node that will require custody transfer.

3. The scheduled rate at which this node will transmit data over this span when the two nodes are in contact.

4. An estimate of the percentage of all data sent over this span that will be “red” data, i.e., will be subject to positive and negative LTP acknowledgment.

5. The maximum size of LTP data segments sent over this span by this node.  Typically this is the maximum permitted size of the payloads of link-layer protocol data units (frames).

6. The number of LTP segments that will be sent in each frame.  Typically LTP segments are sized so as to fit one segment into each frame, but this is not mandatory.

7. The estimated rate of loss of frames transmitted on this link.

8. The estimated mean number of lost segments in any block for which any segments at all are lost.  Typically this value is 1, but if frames are likely to be lost in bursts – for example, four or five successive frames – then the number of segments lost in any single block may be greater than 1.  (In this case the number of blocks affected by the loss of N frames will be less than N, because multiple lost segments in a single block will have the same negative acknowledgment effect as the loss of a single segment in that block.)
9. Aggregation time limit.  The minimum value is 1 second.  Increasing this limit can marginally reduce the number of blocks transmitted, and hence protocol overhead, at times of low communication activity.  However, it reduces the “responsiveness” of the protocol, increasing the maximum possible delay before transmission of any given service data unit.  (This delay is referred to as “data aggregation latency”.)
· “Low communication activity” is defined as a rate of presentation of service data to LTP that is less than the aggregation size limit (see below) divided by the aggregation time limit.
First-order computed parameters
The following parameters are automatically computed based on the values of the basic input parameters.

1. ”Estimated mean heap occupancy per bundle” indicates the amount of heap space that will be needed to contain each service data unit (bundle) in each export block.  The sizes of the bundles themselves can be omitted from this value, because the service data units already occupy whatever heap space they need to occupy: they are presented to LTP as zero-copy objects.  So this value is simply the amount of LTP heap overhead per export service data unit.
2. Estimated “red” data transmission rate is simply the scheduled transmission rate multiplied by the estimated “red” data percentage.

3. Maximum export data in transit is the product of the estimated red data transmission rate and twice the one-way light time between the engines (i.e., the round-trip light time).  This is the maximum amount of red data that cannot yet have been positively acknowledged by the remote node and therefore must be retained in storage for possible retransmission.
Configuration decision parameters

Values for the following parameters must be chosen by the network administrator on the basis of (a) known project requirements or preferences. (b) the first-order computed parameters, and (c) the computed values of figures of merit that result from tentative parameter value selections, as noted.

1. Aggregation size limit.  Reducing this parameter tends to increase the number of blocks transmitted, increasing total protocol overhead.  Absent other considerations, the suggested value for this parameter is 1 second’s worth of transmission at the scheduled data transmission rate for the span (parameter 3).
a. Estimated mean export block size is computed as follows:

i. If the mean bundle size is so large that aggregation of multiple bundles into a block is never necessary, then that mean bundle size will in effect determine the mean export block size (one bundle per block).

ii. Otherwise, the mean export block size will be determined by aggregation.  If the red data transmission rate is so high that the aggregation time limit will normally never be reached, then the aggregation size limit constitutes the mean export block size.  Otherwise, block size will be constrained by aggregation time limit expiration: the estimated mean export block size will be approximated by multiplying the red data transmission rate by the number of seconds in the aggregation time limit.

iii. So estimated mean export block size is computed as larger of mean bundle size and “expected aggregate block size”, where expected aggregate block size is the lesser of block aggregation size limit and the product of red data transmission rate and aggregation time limit.
b. Estimated blocks transmitted per second is computed as the red data transmission rate (parameter 13) divided by the estimated mean export block size.

c. The rate of transmission of LTP acknowledgment data by the remote node in response to these transmitted blocks (estimated acknowledgment bytes/sec sent) is computed as the product of estimated block transmission rate (item b above) and the size of each acknowledgment (a global parameter).  Note that increasing the aggregation size limit reduces the block transmission rate at the local node , reducing the rate of transmission of acknowledgment data at the remote node; this can be a significant consideration on highly asymmetrical links.

d. The mean number of segments per block is computed as the estimated mean export block size divided by the maximum segment size (parameter 5).  Dividing this product by the estimated mean number of lost segments in any block affected by data loss (parameter 8) and multiplying the result by the estimated frame loss rate (parameter 7) yields the estimated block loss rate.
e. Multiplying the total estimated block transmission rate (item b above) by 1 minus the estimated block loss rate gives us the estimated number of blocks delivered per second.

f. And dividing the estimated number of blocks delivered per second by the estimated number of blocks transmitted per second then yields the predicted delivery efficiency of LTP on this span.  Note that reducing the aggregation size limit indirectly improves delivery efficiency by reducing block size, thus reducing the percentage of transmitted blocks that will be affected by the loss of a given number of frames.
2. Maximum number of export sessions.  The recommended lower limit on this variable is the maximum export data in transit (parameter 12) divided by estimated mean export block size as determined above:  configuring the span for a maximum export session count that is less than this limit will make it impossible to fully utilize the link even if all blocks are of estimated mean size.  Increasing the maximum number of export sessions will tend to improve link bandwidth utilization but will increase the amount of storage space needed for span state retention.
a. Nominal export data in transit is computed as the product of the maximum number of export sessions and the estimated mean export block size.

b. Expected link utilization is then computed by dividing nominal export data in transit by the maximum export data in transit.  Note that a low value of expected link utilization indicates that a high percentage of the span’s transmission capacity is not being used.  Utilization can be improved by increasing estimated mean export block size (e.g., by increasing aggregation size limit) or by increasing the maximum number of export sessions.
LTP initialization parameters

Finally, the remaining LTP initialization parameters can be computed when all span configuration decisions have been made.

3. Maximum number of import sessions is automatically taken from the remote engine’s maximum number of export sessions.

4. We calculate the total number of bytes that must be reserved for retention of the state of this span’s export sessions and import sessions as follows:

a. The nominal number of application data bundles in all in-transit export blocks is estimated as the nominal export data in transit divided by the mean application data bundle size.

b. The nominal number of outbound custody signals in all in-transit export blocks is estimated by multiplying the remote node’s nominal application data bundles in transit by the remote node’s percentage of export application data bundles requiring custody transfer.

c. The minimum amount of heap space to reserve for export sessions on this node is then computed by adding the nominal number of application data bundles in transit and the nominal number of outbound custody signals in transit, then multiplying this sum by the mean heap space occupancy per application data bundle.

d. At most 1 segment of any import session will be written to heap space; all other segments of the session will be written to a file.  Therefore the minimum amount of heap space to reserve for a single import session is the sum of (a) the maximum size of a segment issued by the remote node and (b) the product of the heap overhead per import segment and the nominal number of segments per import session (which is estimated by dividing the remote node’s estimated mean export block size by that node’s maximum segment size).  The total minimum amount of heap space to reserve for import sessions on this node is then computed as the product of the maximum number of import sessions and the minimum heap space reservation for any single import session.

e. The sum of these two computed reservation amounts is the minimum total amount of heap space to reserve for retention of this engine’s operating state for this span.  Note that total reservation requirement for a span can be reduced by reducing the percentage of data that must be sent reliably (the “red” data transmission rate, which reduces assurance in transmission) and/or by reducing the maximum number of export sessions (which reduces link utilization).
5. Total reservation size is the sum of the reservation sizes of all spans.  
6. The estimated total number of export sessions is nominally the summation of max-nbr-of-export-sessions over all spans.
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